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ABSTRACT 

In the face of escalating climate change and the increasingly 

erratic daily temperature fluctuations, accurately simulating 

pipeline systems has become a daunting task. The complexity 

arises when precision in thermal modeling is crucial, especially 

for event detection. An illustrative case occurred in a Montana 

town, where the temperature swung by an astonishing 103 

degrees Fahrenheit within a mere 24 hours. The primary 

challenge lies in developing a dependable thermal model for 

pipelines while contending with the substantial disturbances 

caused by fluctuating ambient temperatures. Even a minor shift 

in ambient temperature can trigger ripple effects throughout the 

entire system, resulting in inaccurate simulations. In response 

to this issue, this paper presents an innovative approach: the 

automatic tuning of model coefficients in real time. This 

method ensures the continual accuracy of the model, allowing 

it to adapt to varying conditions. Furthermore, it moves away 

from the necessity of employing multiple models, each fine-

tuned with distinct coefficients, to accommodate diverse 

environmental circumstances effectively. 

INTRODUCTION AND BACKGROUND 

Correction coefficients, also known as calibration coefficients 

or adjustment factors, have been used in simulation modeling 

for several decades. The exact origins of their use are 

challenging to pinpoint, but they have been a fundamental 

aspect of simulation modeling since the early days of computer-

based simulation. 

 

One of the earliest documented instances of using correction 

coefficients in simulation modeling can be traced back to the 

field of operations research and industrial engineering in the 

mid-20th century. During this time, researchers and 

practitioners began employing computer simulation techniques 

to model complex systems such as manufacturing processes, 

supply chains, and queuing systems. As these complex systems 

became modelled, researchers were able to apply these 

modelling techniques to the oil and gas process and industry. 

 

In these early simulation models, it became apparent that there 

were often discrepancies between the simulated behavior of the 

system and real-world observations. The discrepancies could 

arise due to various factors such as inaccuracies in input data, 

simplifications in the model structure, or uncertainties in the 

underlying processes being modeled. 

 

To address these discrepancies and improve the accuracy of 

simulation results, practitioners began incorporating correction 

coefficients into their models. These coefficients were used to 

adjust model parameters, input data, or simulation outputs to 

better align with observed real-world behavior. By iteratively 

adjusting these coefficients based on empirical data or expert 

judgment, modelers could fine-tune their simulation models to 

better reflect reality. 

 

Over time, the use of correction coefficients in simulation 

modeling has become increasingly sophisticated, with 

advancements in statistical methods, optimization techniques, 

and simulation software enabling more systematic approaches 

to calibration and validation. Today, correction coefficients 

remain a common tool in the simulation modeling toolkit, 

employed across various disciplines. This paper will discuss 

automatic changing of correction coefficients and large 

disturbances in these operating conditions. 

 

THEORETICAL BACKGROUND  

In order to develop a reliable robust auto-tuning procedure it is 

necessary to start with an accurate and versatile pipeline model. 
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A description of the model that is used to determine the fluid 

flow and pressure drop can be found in our previous paper on 

Long Haul Natural Gas Pipeline Compressor Station 

Optimization which shows the gas flow model.[1] That paper 

discusses how equations of state and other empirical formulas 

that are used to compute gas and liquid properties, provides an 

overview of the conservation equations (of mass, momentum, 

and energy) that form the foundation of the pipeline simulation, 

and describes how those formulas are used to compute the 

changes in pressure and flow rate across the pipeline. 

 

In this instance we will focus on the temperature model 

especially with heat transfer to the environment which hasn’t 

been explained in quite as much detail. The conservation of 

energy determines the amount of energy that is transferred from 

a fluid into the environment as it travels along a pipeline. It also 

influences how the temperature of the fluid will change. 

Mathematically, the conservation of the specific energy of the 

fluid Em (at a given point of along the pipeline), can be 

expressed by the following equation: 

 
∂𝐸𝑚

∂t
=  −𝑣

∂𝐸𝑚

∂x
− 

𝑣

𝜌
 ∙  

∂𝑃

∂x
− 

4𝐾𝑇𝑜𝑡𝑎𝑙(𝑇 − 𝑇𝐴)

𝜌𝐷
 

 

where: 

 

• P, T, v, and ρ specify the pressure, temperature, 

superficial velocity, and density of the fluid, 

• D specifies the inner diameter of the pipe, 

• TA specifies the ambient temperature of the 

environment that surrounding the pipe, 

• and KTotal specifies the total heat transfer coefficient 

that is associated with both the fluid and the 

environment that surrounds the pipe. 

 

The three terms that appear in the equation above represent the 

changes to Em (for a given point along the pipeline) that result 

from: the flow of fluid into and out of that point of the pipeline; 

the work that is performed on the fluid due to the changes in the 

pressure across the pipeline; and the heat that dissipates from 

the fluid, through the pipe wall, to the surrounding 

environment. Now that the change in energy of the fluid is 

known we can move to a change in temperature. 

 

Starting from the equation above, the following expression can 

be derived and used to determine the changes that will occur to 

the temperature of the fluid as it flows through the pipe: 

 

∂𝑇

∂t
=  −𝑣

𝜕𝑇

𝜕𝑥
+ 

1

𝑐𝑃

 ∙ ( 
𝑓𝑣3

2𝐷
− 

4𝐾𝑇𝑜𝑡𝑎𝑙(𝑇 − 𝑇𝐴)

𝜌𝐷
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where cP denotes the specific heat capacity of the fluid and 

f denotes the friction factor that is used to compute the frictional 

force that opposes the movement of the fluid. 

 

The first term identifies the change to temperature that results 

from the flow of fluid into and out of a given point of the 

pipeline. The remaining terms determine the increase in 

temperature due to friction and the decrease in temperature due 

to the heat that dissipates out of the pipe. To predict the changes 

that occur to temperature and energy in the fluid accurate values 

must be identified for f and KTotal. The remainder of this section 

will focus on the evaluation of KTotal. This will help determine 

the overall heat transfer coefficient that we’re looking to 

automatically update. 

 

As heat is transferred from the fluid to the environment it passes 

through the following substances: 

• a thin film of the fluid which coats the inner surface of 

the pipe, 

• the wall of the pipe, 

• and any insulation that surrounds the pipe. 

 

The physical properties related to each of those substances 

influence the rate that heat is transferred from the fluid to the 

environment (i.e., they influence KTotal). The physical properties 

of the environment also influence KTotal (its properties control 

the dispersion of the heat throughout the environment). 

Based on those observations KTotal can be separated into 

contributions from each of the substances listed above: 

 
1

𝐾𝑇𝑜𝑡𝑎𝑙

=  
1

ℎ𝐹𝑖𝑙𝑚

+ 
1

ℎ𝑃𝑖𝑝𝑒

+  
1

ℎ𝐼𝑛𝑠

+ 
1

ℎ𝐸𝑛𝑣

 

 
where: 

• hFilm denotes the heat transfer coefficient of the fluid 

film, 

• hPipe denotes the heat transfer coefficient of the pipe 

wall, 

• hIns denotes the heat transfer coefficient of the 

insulation material, 

• and hEnv denotes the heat transfer coefficient of the 

environment. 

 

When heat moves through a solid material it is transferred via 

thermal conduction. The rigid structure of solid materials and 

the well-known characteristics of thermal conduction allowed 

scientists to determine simple yet highly accurate formulas for 

the heat transfer coefficients of solid substances (even for 

complex substances like the ground). 

 

For pipes and pipe insulation the following formulas can be 

used: 

 

ℎ𝑃𝑖𝑝𝑒 =  
2𝑘𝑃𝑖𝑝𝑒

𝐷 ln
𝐷𝑂𝑢𝑡

𝐷

and ℎ𝐼𝑛𝑠 =  
2𝑘𝑃𝑖𝑝𝑒

𝐷 ln
𝐷𝐼𝑛𝑠

𝐷𝑂𝑢𝑡

 

 

where: 

• kPipe and kIns specify the thermal conductivities of the 

pipe and the pipe insulation, 
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• D specifies the inner diameter of the pipe, 

• DOut specifies the outer diameter of the pipe (which is 

also the inner diameter of the pipe insulation), 

• and DIns specifies the outer diameter of the pipe 

insulation. 

 

The table below displays typical values for the thermal 

conductivities of several substances: 

 

Table 1 – Thermal Conductivity of Commonly Used 

Materials 

Material 

Thermal 

Conductivity 

(J/s/m/k) 

Carbon Steel 54 

Brass Copper 111 

Wrought Iron 59 

Plastic Foam based Insulation 0.03 

Calcium silicate Insulation 0.05 

Fiberglass and Foam Glass Insulation 0.04 - 0.045 

Glass Wool and Rock Wool Insulation 0.04 - 0.045 

Concrete 0.1 - 1.8 

Soil (moist area) 1 

Soil (dry area) 0.5 

Sand (dry area) 0.25 - 2 

 

 

Several accurate empirical formulas for the heat transfer 

coefficient of the ground (for buried pipes) have also been 

developed by adding empirical corrections to the following core 

equation: 

ℎ𝐸𝑛𝑣 =  
2𝑘𝐺𝑟𝑜𝑢𝑛𝑑

𝐷 ln
2𝑧𝐷𝑒𝑝𝑡ℎ

𝐷𝐸𝑥𝑡𝑒𝑟𝑛𝑎𝑙

 

 

where: 

• kGround specifies the thermal conductivities of the 

ground, 

• zDepth specifies distance between the surface of the 

ground and the center of the pipe, 

• and DExternal equals Dins for insulated pipes and DOut for 

non-insulated pipes. 

 

Building on the thermal model discussed above a tunable model 

can be generated by introducing tunable coefficients. To adjust 

the accuracy of values that are computed for the pressures and 

flow rates, tunable coefficients (𝛼𝑓𝑟𝑖𝑐𝑡) are introduced into the 

expression that computes the pressure drop due to friction 

∆𝑃 = 𝛼𝑓𝑟𝑖𝑐𝑡 ∙
𝑓𝑣3

2𝐷
 

 

To adjust the accuracy of the values that are computed for the 

temperatures, tunable coefficients (𝛼ℎ𝑒𝑎𝑡) are introduced into 

the expression that is used to compute the rate that heat 

dissipates into the environment 

 
∂𝐻𝑒𝑎𝑡

∂𝑡
= −𝛼ℎ𝑒𝑎𝑡 ∙

4𝐾𝑇𝑜𝑡𝑎𝑙(𝑇 − 𝑇𝐴)

𝜌𝐷
 

Now that the thermal model is set up and adjustment 

coefficients have been created, an auto-tuning algorithm can be 

created to adjust the coefficients to simulate an accurate model. 

 

Auto-tuning and Accuracy 

Maintaining the accuracy of the simulated data with respect to 

the real process is the primary purpose in creating a digital twin. 

Improvements to the model’s accuracy are achieved using 

signal processing, numerical optimization, and statistical 

process control algorithms. Using those algorithms optimal 

values are computed for the tuning coefficients. Those values 

are determined by minimizing the variance that exists between 

the simulated and field data for several key process variables. 

 

The amount of time it takes for the digital twin to reach its target 

accuracy depends on several factors, including the pipeline’s 

complexity, the number of process variables that are tracked, 

the available amount of field data, and the presence/absence of 

transient events. For most pipelines, the desired accuracy is 

typically reached after 1-2 weeks of operation. By using 

accuracies from multiple components (process variables) to 

compute (and minimize) the cumulative accuracy, the results of 

the adjusted simulation become dependable and robust. 

 

Before optimizations are performed to determine the tuning 

coefficients, a data filtering algorithm is used to remove outliers 

from the field measurements that were recorded for the process 

variables. The filtering algorithm uses the following formula to 

identify which data points are outliers: 

 

𝑇𝑒𝑠𝑡 (�̂�𝑘(𝑡)) =  {
𝑈𝑠𝑒 (|�̂�𝑘(𝑡) − 𝜇𝑘| ≥ 𝛿𝑘)

𝑅𝑒𝑗𝑒𝑐𝑡 (|�̂�𝑘(𝑡) − 𝜇𝑘| < 𝛿𝑘)
} 

 

where: 

• �̂�𝑘(𝑡) denotes the value that was measured for process 

variable k at time t, 

• 𝜇𝑘 denotes the mean value that was determined for 

process variable k using the full set of data points, 

• and 𝛿𝑘 denotes the threshold criterium for the outliers 

of process variable k. 

 

The value of 𝛿𝑘 is either a function of measurement distribution 

of process variable k (e.g., a multiple of its standard deviation) 
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or it is manually specified by the process engineer (e.g., an 

upper/lower control limit). The output of the data filtering 

procedure is the set of all the acceptable field measurements for 

the process variables. 

 

Once the data filtering procedure is complete simulated date 

points are determined for each of the acceptable field 

measurements. In the expressions that follow, �̂�𝑘(𝑡) denotes the 

simulated data point that corresponds to the field measurement 

�̂�𝑘(𝑡). The accuracy of the model is then optimized by using 

least squares fitting techniques to minimize the deviation 

between the simulated and field measurements �̂�𝑘(𝑡) − �̂�𝑘(𝑡). 

Additional rounds of data collection, data filtering, coefficient 

optimization will continue until the overall accuracy of the 

model reaches a preset accuracy criterion. 

 

The accuracy of each individual reading is computed as a scaled 

error: 

 

𝑆𝑐𝑎𝑙𝑒𝑑 𝐸𝑟𝑟𝑜𝑟 =  
�̂�𝑘(𝑡) − �̂�𝑘(𝑡)

𝑆𝑘,𝑚𝑎𝑥 − 𝑆𝑘,𝑚𝑖𝑛

× 100 

 

 

where: 

• �̂�𝑘(𝑡) and �̂�𝑘(𝑡) correspond to the simulated and field 

values that were determined for process variable k, 

• And 𝑆𝑘,𝑚𝑎𝑥 and 𝑆𝑘,𝑚𝑖𝑛 correspond to maximum and 

minimum limits that are imposed on process 

variable k. 

 

Normally auto-tuning optimizations need to determine the set 

of modeling coefficients that reduce deviations between the 

field and simulated measurements for multiple process 

variables. The overall accuracy of the whole model is 

determined by calculating individual scaled errors for each 

process variable and using those values in following formula: 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
∑ {𝑤𝑘 ∙ 𝜀𝑘}𝑃.𝑉.

𝑘=1

∑ {𝑤𝑘}𝑃.𝑉.
𝑘=1

 

 
where 𝜀𝑘 specifies the scaled error of process variable k, 

wk specifies the weight that process variable k makes to the 

overall accuracy, and P.V. denotes the fact that the summation 

occurs overall every process variable. 

 

Over time the accuracies should form a distribution, dP, that is 

similar to the distributions shown in figure 1. Successfully 

optimized tuning coefficients should produce an accuracy 

distribution that has a mean which is close to zero and has its 

majority of accuracies below a predefined Upper Specification 

Limit, USL. The concept is illustrated by the curves displayed 

in figure 1. 

 

 
Figure 1 – Accuracy Submodule Concept 

 

The algorithm calculates a process capability index which is 

illustrated in the equation below. For the accuracy calculation 

we only care about the Upper Specification Limit. 

 

𝐶𝑝,𝑢 =  
𝑈𝑆𝐿 −  𝜇

3𝜎
 

 

where μ is the mean of dP distribution and σ is the standard 

deviation within a parametrically defined time period. The 

accuracy algorithm allows the user to change USL online. In 

this case, the accuracy calculations will be adjusted in real time. 

Since accuracy has one-sided specifications, the demands on 

Cp,u values are not as stringent as with two-sided specifications. 

Thus, following generally accepted statistical process control 

principles, the process is considered “capable” or “in control” 

whenever Cp,u ≥ 1.33. Typically, the system learning and 

optimization processes will continue until Cp,u ≥ 1.67. In this 

case, the desired accuracy level would be considered reached. 

 

The final output of the algorithm is a set of adjusted coefficients 

that are provided to the initial model. The overall algorithm 

repeats whenever a process change occurs, or the overall 

accuracy will fall out of range. Now that the algorithm is 

established it needs to be scalable to handle multiple 

coefficients with many loads, real time data, and pipeline 

information. 

 

Software system scalability describes maintaining efficiency 

and effectiveness when many components are added. The 

accuracy algorithm has been designed to do just that by utilizing 

parallel processing available in multi-core hardware systems as 

well as by working with very large data sets, also known as big 

data. The system is prepared to carry out advanced control 

actions for massive multi-unit operations. For example, a gas 

pipeline may contain hundreds of miles of pipes with several 

compressor stations, which results in thousands of parameters 

that need to be simulated and modeled. These parameters may 

need to be tracked at the second level, which produces massive 

Cpu>1.33

Accuracy, %

Upper Specification Limit

Cpu>1.67

Reached 

Acceptable

Unacceptable 

Cpu<1.33
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quantities of data (thousands of columns, multiple millions of 

records) that need to be analyzed, smoothed, and used in the 

model process. The accuracy algorithm handles this by saving 

the model coefficients and learning when it’s acceptable to use 

different coefficients based on the input data, operating mode 

of the process, and main variables that are fed into the process. 

With the algorithm and scalability, we can see how well it can 

be used in the field. 

CASE STUDIES 

Test Study of Steam Distribution System   

The accuracy algorithm was run with historical data that was 

taken from a geothermal steam project. The geothermal project 

had 17 steam wells that were connected to 2 steam turbines that 

generated about 100 MW of electricity each. The system was 

looking for an accuracy of 5% and was able to reach that value 

within a week where it achieved a value of 2.14 Cp,u and an 

overall model accuracy of 99% 

Table 2 – Accuracy Calculation Example 

Model/ 

Object 

Accuracy 

(%) 

Value 

Field 

Value 

Sim Weight 

Steam 

Model 2.61028 USL:5 

Cpu: 

2.13698 

Reached   

MW Unit I -1.94528 129.4 128.9 1 

MW Unit 2 1.14257 94.7 95.1 1 

P (barg): 

Well 1 -0.248048 17.178 17.176 1 

M (kg/s): 

Well 1 1.53161 13.126 14.821 0.9 

T (°C): 

Well 1 -0.384567 219.6 219.4 1 

P (barg): 

Well 2 -1.94828 19.217 21.165 1 

M (kg/s): 

Well 2 -0.02786 22.773 25.559 0.9 

T (°C): 

Well 2 -0.03443 220.8 224.243 1 

P (barg): 

Well 3 -0.00498 18.134 18.632 1 

M (kg/s): 

Well 3 -0.01360 18.972 20.332 0.9 

T (°C): 

Well 3 -0.09274 219.8 229.074 1 

P (barg): 

Well 4 -0.02174 19.938 22.112 1 

M (kg/s): 

Well 4 0.02011 20.044 18.033 0.9 

T (°C): 

Well 4 -0.02808 218.5 221.308 1 

Model/ 

Object 

Accuracy 

(%) 

Value 

Field 

Value 

Sim Weight 
P (barg): 

Well 5 -0.00194 19.111 19.305 1 

M (kg/s): 

Well 5 -0.01705 22.433 24.138 0.9 

T (°C): 

Well 5 0.20532 209.1 188.568 1 

P (barg): 

Well 6 -0.02245 19.123 21.368 1 

M (kg/s): 

Well 6 -0.01838 16.944 18.782 0.9 

T (°C): 

Well 6 -27.71760 221.4 249.118 1 

P (barg): 

Well 7 -0.00476 20.57 21.046 1 

M (kg/s): 

Well 7 -0.02587 33.245 35.832 0.9 

T (°C): 

Well 7 -0.12130 216.7 228.830 1 

P (barg): 

Well 8 -0.00312 14.71 15.022 1 

M (kg/s): 

Well 8 0.01658 19.117 17.459 0.9 

T (°C): 

Well 8 -0.18036 211.8 229.836 1 

P (barg): 

Well 9 -0.02379 20.613 22.992 1 

M (kg/s): 

Well 9 0.01680 20.16 18.480 0.9 

T (°C): 

Well 9 -0.03487 220.6 224.087 1 

P (barg): 

Well 10 -0.01771 0.13 27.556 1 

M (kg/s): 

Well 10 -0.02716 0 23.860 0.9 

T (°C): 

Well 10 -0.09855 0 219.655 1 

P (barg): 

Well 11 -0.04180 32.755 33.935 1 

M (kg/s): 

Well 11 0.03716 24.879 21.163 0.9 

T (°C): 

Well 11 -0.05030 223.1 228.130 1 

P (barg): 

Well 12 -0.01773 24.419 26.192 1 

M (kg/s): 

Well 12 -0.02486 19.87 22.356 0.9 

T (°C): 

Well 12 -0.25348 211.3 216.648 1 

P (barg): 

Well 13 -0.00400 17.27 17.670 1 

M (kg/s): 

Well 13 -0.00666 19.845 20.511 0.9 
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Model/ 

Object 

Accuracy 

(%) 

Value 

Field 

Value 

Sim Weight 
T (°C): 

Well 13 0.02531 219.5 216.969 1 

P (barg): 

Well 14 -0.00424 17.928 18.352 1 

M (kg/s): 

Well 14 -0.01365 16.605 17.970 0.9 

T (°C): 

Well 14 -0.29453 222.4 251.853 1 

P (barg): 

Well 15 -0.02005 22.046 24.051 1 

M (kg/s): 

Well 15 -0.00997 19.425 20.422 0.9 

T (°C): 

Well 15 -0.06742 220.3 227.042 1 

P (barg): 

Well 16 -0.01207 23.823 25.030 1 

M (kg/s): 

Well 16 -0.00606 22.049 22.655 0.9 

T (°C): 

Well 16 -0.13708 220.4 224.108 1 

P (barg): 

Well 17 -0.01428 18.918 20.346 1 

M (kg/s): 

Well 17 -0.01660 19.325 20.985 0.9 

T (°C): 

Well 17 0.24361 218.4 212.761 1 

P (barg): 

2MSP16 -0.00185 15.805 15.990 1 

P (barg): 

3MSPI009 -0.00156 14.2 14.356 1 

P (barg): 

PIR05 0.00000 0.00087 0.001 1 

M (kg/s): 

FQR04A -0.17401 160.065 162.466 0.9 

M (kg/s): 

FQR05A 0.13769 161.01 160.779 0.9 

P (barg): 

PIR04 0.00000 0.00093 0.001 1 

P (barg): PI 

223 -0.00531 14.16 14.691 1 

P (barg): PI 

325 -0.02100 14.06 14.160 1 

 

Table 2 shows accuracy values for every modeled process 

characteristic as well as the overall plant model. The Accuracy 

% column is the mean of the dP distribution during the one-

week time period the system has been in training. The table also 

shows current field measurements (shown in green) and the 

simulated values (shown in blue) for each process variable 

during the corresponding time scan. The numbers in red 

indicate process variables that have scaled errors above 5% (the 

upper specification limit). The Weight column indicates the 

importance of each subcomponent in calculating the overall 

accuracy, which is the weighted average of its subcomponents. 

The user is allowed to change weights online. The accuracy 

calculations will instantaneously reflect those changes. 

The next figure shows distribution parameters of the selected 

model. This distribution provides an “at-a-glace” view of the 

process and allows engineers and plant operators to monitor the 

inner workings of the system. This feature allows the user to 

enter the Upper Specification Limit as well as tolerance for 

accepting outlier detection errors. The date and time stamp on 

the left hand side of the screen shows the currently analyzed 

time scan. The counters of good and bad points indicate how 

many outliers have been rejected and how many observations 

have made it through the data justification calculation. The 

distribution parameters are then visually displayed via the box 

plot in the middle of the screen as well as the distribution 

function on the right-hand side of the screen. The Cp,u value at 

the bottom of the data table is the critical component that the 

user should monitor to identify whether desired accuracy has 

been reached. A larger version is available in the Appendix for 

easier viewing. 

 

Figure 2 – Accuracy Graphics 

The bottom part of the screen in figure above shows the learning 

process comparing measured process variables (blue line) to the 

simulated data (green line). All information is updated either by 

reading signal logs or by incorporating real-time process 

variable values. 

Application to a Commercial Pipeline.  The proposed auto-

tuning and simulation techniques were also applied to a 

commercial gas pipeline. The pipeline is a 302 mile long natural 

gas transmission pipeline and is comprised of a 30-inch 

diameter. The line runs on average of 430 MMBTU/day of gas. 

The maximum allowable operating pressure is around 1440 

psig and runs around 1200 psig. The pipeline has 16 mainline 

valve stations with a pressure and temperature probe at each 

valve station.  
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Table 3 – Main Line Valve Stations 

Valve 

Station 
Milepost 

Miles of 

Pipe 

MLV1 17.2 17.2 

MLV2 36.1 18.9 

MLV3 53 16.9 

MLV4 71.2 18.2 

MLV5 87.7 16.5 

MLV6 104.8 17.1 

MLV7 123.3 18.5 

MLV8 141.6 18.3 

MLV9 160.9 19.3 

MLV10 179.9 19 

MLV11 198.5 18.6 

MLV12 214.7 16.2 

MLV13 233.3 18.6 

MLV14 252.8 19.5 

MLV15 276.6 23.8 

MLV16 295.2 18.6 

End 303 7.8 
 

Here the pipeline operator has temperature and pressure probes 

about every 20 miles which allows for consistent reading across 

the pipeline. The pipeline is buried for the most part and doesn’t 

have any large elevation changes. The ground temperature is 

taken from two readings. One temperature at the beginning of 

the pipeline and one right next to MLV#9 station. For the gas 

pipeline it’s a simple operation where the inputs are steady and 

one of the biggest changes in ambient temperature. The inputs 

for Scenario 1 are in the table below: 

 

Table 4 – Input for Scenario 1 

Elements Temp Press Flow 

Eng Unit ֩F PSIG MMBTU/D 

Producer  68 1200 430 

Consumer  64.1 519 430 

Ambient 65     
 

The accuracy algorithm will compare this scenario with 

Scenario 2 where the ambient temperature drops quite 

significantly. The inputs for Scenario 2 are similar except it’s 0 

Fahrenheit instead of 65. 

 

Table 5 – Input for Scenario 2 

Elements Temp Press Flow 

Eng Unit ֩F PSIG MMBTU/D 

Producer  68 1200 430 

Consumer  64.1 519 430 

Ambient 0     
 

RESULTS 

Looking at the Accuracy for the 65 degree Fahrenheit scenario 

the accuracy is achieved of less than 1% which is great. The 

pipeline didn’t have as many fluctuations as the steam field, so 

the tuning was able to reach a CPU of less than 1% within 24 

hours. Below is a table of accuracy calculations with the Value 

Field (green value) being the data from the sensors and the 

Value Sim (blue value) being the simulated pipeline numbers.  

Table 6 – Accuracy Calculation Gas Pipeline Scenario 1 

Model/ 

Object 

Accuracy 

(%) 

Value 

Field 

Value 

Sim Weight 

Steam 

Model 0.98028 USL:1 

Cpu: 

0.98319 

Reached   

P (Psig): 

P101 0.03357 1201.81 1198.453 1 

T (°F): 

T101 0.00569 68.3 67.731 1 

P (Psig): 

MLV1 0.01558 1173.48 1171.922 1 

T (°F): 

MLV1 0.00443 67.5 67.057 1 

P (Psig): 

MLV2 0.04073 1142.98 1138.907 1 

T (°F): 

MLV2 0.00283 66.9 66.617 1 

P (Psig): 

MLV3 -0.00842 1115.32 1116.162 1 

T (°F): 

MLV3 0.00129 67.1 66.971 1 

P (Psig): 

MLV4 0.02605 1084.28 1081.675 1 

T (°F): 

MLV4 0.00579 68 67.421 1 

P (Psig): 

MLV5 0.02737 1052 1049.263 1 
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Model/ 

Object 

Accuracy 

(%) 

Value 

Field 

Value 

Sim Weight 
T (°F): 

MLV5 0.00396 66.8 66.404 1 

P (Psig): 

MLV6 0.04465 1021.1 1016.635 1 

T (°F): 

MLV6 0.00548 67.2 66.652 1 

P (Psig): 

MLV7 0.07741 986.2 978.459 1 

T (°F): 

MLV7 0.00166 66.4 66.234 1 

P (Psig): 

MLV8 0.02444 950.45 948.006 1 

T (°F): 

MLV8 0.00344 66.4 66.056 1 

P (Psig): 

MLV9 -0.00323 910.91 911.233 1 

T (°F): 

MLV9 0.00257 66.3 66.043 1 

P (Psig): 

MLV10 0.06439 870.03 863.591 1 

T (°F): 

MLV10 0.00416 66.1 65.684 1 

P (Psig): 

MLV11 0.03335 827.78 824.445 1 

T (°F): 

MLV11 -0.00062 65.9 65.962 1 

P (Psig): 

MLV12 0.01165 788.96 787.795 1 

T (°F): 

MLV12 0.00561 65.5 64.939 1 

P (Psig): 

MLV13 0.02266 741.61 739.344 1 

T (°F): 

MLV13 0.00538 65.3 64.762 1 

P (Psig): 

MLV14 0.02662 688.02 685.358 1 

T (°F): 

MLV14 -0.03500 64.9 64.935 1 

P (Psig): 

MLV15 0.04096 615.66 611.564 1 

T (°F): 

MLV15 0.00352 64.7 64.348 1 

P (Psig): 

MLV16 0.02799 552.01 549.211 1 

T (°F): 

MLV16 0.00103 64.1 63.997 1 

P (Psig): 

P1801 0.03903 522.81 518.907 1 

T (°F): 

T1801 0.00466 64.1 63.634 1 

The accuracy calculations would also show any rejected values 

that are above the maximum error in accuracy calculations. In 

this example 5% is the upper limit and 1% is the lower limit for 

accuracy, so if a signal were 5% or greater it would show up on 

the chart in red. Now that the accuracy is at an achievable level 

the scenario was run through where the outside temperature 

went down from 65 degrees Fahrenheit to 0 degrees Fahrenheit. 

Table 7 – Accuracy Calculation Gas Pipeline Scenario 2 

Model/ 

Object 

Accuracy 

(%) 

Value 

Field Value Sim Wt. 

Steam 

Model 3.843 USL:1 

Cpu: 3.8548 

Unacceptable   

P (Psig): 

P101 0.07412 1185.98 1178.568 1 

T (°F): 

T101 -0.00576 65.9 66.476 1 

P (Psig): 

MLV1 -0.08829 1158.61 1167.439 1 

T (°F): 

MLV1 0.01595 65.7 64.105 1 

P (Psig): 

MLV2 0.16064 1127.58 1111.516 1 

T (°F): 

MLV2 0.01653 65.1 63.447 1 

P (Psig): 

MLV3 0.31974 1099.43 1067.456 1 

T (°F): 

MLV3 -0.00624 64.8 65.424 1 

P (Psig): 

MLV4 0.01122 1068.42 1067.298 1 

T (°F): 

MLV4 0.00722 64.3 63.578 1 

P (Psig): 

MLV5 0.28172 1036.84 1008.668 1 

T (°F): 

MLV5 0.01395 62.9 61.505 1 

P (Psig): 

MLV6 0.16039 1006.29 990.251 1 

T (°F): 

MLV6 0.00373 62.8 62.427 1 

P (Psig): 

MLV7 0.11166 970.34 959.174 1 

T (°F): 

MLV7 0.01267 62.5 61.233 1 

P (Psig): 

MLV8 -0.00938 934.59 935.528 1 

T (°F): 

MLV8 -0.00509 62 62.509 1 

P (Psig): 

MLV9 -0.08646 899.51 908.156 1 

T (°F): 

MLV9 0.01804 61.7 59.896 1 
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Model/ 

Object 

Accuracy 

(%) 

Value 

Field Value Sim Wt. 
P (Psig): 

MLV10 0.07450 854.17 846.720 1 

T (°F): 

MLV10 0.01499 61.4 59.901 1 

P (Psig): 

MLV11 0.06775 812.84 806.065 1 

T (°F): 

MLV11 0.00196 60.8 60.604 1 

P (Psig): 

MLV12 0.07025 773.1 766.075 1 

T (°F): 

MLV12 0.01374 60.5 59.126 1 

P (Psig): 

MLV13 0.09014 725.25 716.236 1 

T (°F): 

MLV13 0.00929 60.1 59.171 1 

P (Psig): 

MLV14 0.03091 672.82 669.729 1 

T (°F): 

MLV14 0.00762 59.9 59.138 1 

P (Psig): 

MLV15 0.05840 599.8 593.960 1 

T (°F): 

MLV15 -0.00357 59.8 60.157 1 

P (Psig): 

MLV16 0.01902 536.95 535.048 1 

T (°F): 

MLV16 0.00161 59.5 59.339 1 

P (Psig): 

P1801 0.03618 506.95 503.332 1 

T (°F): 

T1801 0.00942 59.5 58.558 1 

The model was trying to automatically adjust to the ambient 

temperature, but the red values show pressures that are out of 

range. The system accuracy is 3% which is still pretty good for 

the model coefficients for a 65 degree change in ambient 

temperature. The difficult part is how quickly the temperature 

can drop and the system can adjust to the ambient temperature 

change. The temperature of the system wasn’t affected as much, 

but the pressure dropped due to the temperature drop. 

CONCLUSIONS 

The system could keep up with relatively good accuracy. The 

heat transfer in the pipeline has room for improvement in being 

able to handle large atmospheric changes in temperature. 

Another potential area of improvement is to be able to have 

outside temperature at each main line valve station or ground 

temperature at each valve station to have a more accurate live 

version of the temperature where it’s happening. The accuracy 

calculation has proven to be able to handle multiple variables 

and being able to scale up to large gas pipeline fields as well as 

large geothermal fields. Another area of interest in the field is 

being able to track the accuracy and the model coefficients to 

be able to see the changes that happen over time and see which 

areas and processes are subject to the largest fluctuations in the 

system. 
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FIGURES 

 
Figure 1 – Accuracy Calculation Concept 
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Figure 2 – Accuracy Graphics 


